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1 Introduction
Industrial infrastructures (e.g., datacenters, power grids, and
water systems) are interdependent upon each other [27]. Dat-
acenters need electricity from power grids and large amounts
of water for cooling. Similarly, power and water systems have
tight interactions—e.g., water pumps require electricity, and
power plants need water for cooling. Further, each type of
infrastructure is itself a federation of interdependent subsys-
tems; for instance, power plants may collaboratively generate
electricity and their operations are interdependent. Civil en-
gineering researchers aptly use the term “nexus” to describe
the intricate relation within and across industrial infrastruc-
tures [35], and the infrastructure nexus is an increasingly
important interdisciplinary field [40].

This study, however, has not yet attracted sufficient atten-
tion from the computing community—despite that datacenters
are a major infrastructure with an outsized impact, and that the
“datacenter/X” nexus (e.g., datacenter/energy nexus [15, 25],
datacenter/water nexus [26, 52]) have repeatedly made the
headlines [5, 7, 11]. In 2018, data centers consumed 205 TWh
of electricity, more than the annual usage of countries like
Ireland and Denmark [36, 43]. By 2030, they are projected to
use 10% of the world’s electricity [28, 32, 37, 41]. Moreover,
the datacenter itself is a nexus of computing, electricity, and
cooling subsystems—e.g., 48% of their energy is used by
non-IT equipment, with 79% of that going to cooling [39].

Given increasingly tight interactions between infrastruc-
tures, co-optimization becomes crucial and involves navi-
gating different tradeoffs in the design space. For example,
cooling datacenters at night is more water-efficient [1, 31] but
increases carbon emissions due to lower renewable energy
availability [13]. Since direct experimentation on multiple
physical infrastructures is difficult, it is important for the com-
puting community to develop simulation support that enables
testing across these systems, i.e., at the infrastructure nexus.

We have been investigating software simulation support
for the infrastructure nexus, including but going beyond data-
centers. Simulation is the de-facto approach to infrastructure-
scale studies. As a case in point, datacenter researchers rou-
tinely use networking, server-level, and datacenter-level sim-
ulators, such as OMNet++ [10], CloudSim [6], and Energy-
Plus [19], for experimentation. Similarly, researchers rely
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on simulators for other types of industrial infrastructures at
scale—e.g., Open5GS [9] and free5GC [8] for 5G deploy-
ments, Carbon Explorer [13], Ecovisor [45] and Vessim [50]
for renewable energy resources. However, despite the exten-
sive use of simulation, designing and implementing simula-
tors for the infrastructure nexus raises unique challenges and
remains underexplored.

Building high-fidelity simulators for industrial infrastruc-
tures requires deep domain expertise, which is fragmented
across different infrastructure sectors (e.g., power vs. water vs.
datacenters). Hence, no single community of researchers is
well placed to develop a simulator that adequately addresses
the challenges of multiple large infrastructures. Moreover,
across infrastructure communities, existing simulators work
in very different ways. Some focus on device-level simulation
(e.g., switches, servers) [10] whereas others simulate at the
infrastructure level (e.g., entire power plants) [13]. From the
software perspective, they also provide different interfaces for
simulation and operate at varying timescales. End-to-end sim-
ulation across infrastructures, therefore, is a systems design
problem, and it requires tackling software-level challenges.

We are developing OPENINFRA, a co-simulation software
system for researchers that study the infrastructure nexus,
including the “datacenter/X” nexus and more—e.g., com-
pute/power/water devices within datacenters, or across pow-
er/water systems. Co-simulation is a technique where global
simulation of a coupled system can be achieved by composing
individual simulation of its parts [17, 18, 20, 24, 33]. OPEN-
INFRA aims to provide end-to-end simulation with a holistic
view, enabling studies that individual simulators cannot easily
achieve. For instance, consider two example nexus studies:
• Datacenter/X nexus: To date, numerous simulation frame-

works excel at modeling individual systems like datacen-
ters [4], water cooling systems [42], and power grids [21].
Recent efforts have expanded to include datacenter simu-
lations with integrated power supply and chiller systems.
However, a significant gap remains in co-simulating these
interdependent subsystems. The failure of one system,
such as the power grid, can trigger a domino effect im-
pacting the water cooling system and datacenter—issues
that individual simulators cannot fully capture.

• Power/water nexus: The interaction between power grids
and water systems is a critical area of study. Power gen-
eration equipment, such as turbines and generators, re-
quires cooling (often using water) to prevent overheating
and maintain efficiency [49]. Water cooling systems also
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help manage heat discharge in large infrastructures. Addi-
tionally, pumps in water distribution networks consume
energy while supplying water for power plant cooling.
In hydroelectric power, water is stored in dams and later
released to generate electricity.

Our goal for designing this framework is to take a modular
approach, where individual simulators can be plugged into our
framework (mostly) as-is, allowing the framework to focus
on simulating their nexus/interactions. This not only enables
reuse of existing domain-specific simulators developed by
domain experts, but also allows for the integration of new ones
over time. While this is still work-in-progress, we describe
the system-level challenges in stitching together disparate
simulators that we have identified thus far:
• Language: Individual simulators are implemented in dif-

ferent languages, but OPENINFRA itself should expose
an intuitive language for programmers to define a nexus
experiment—e.g., studying how water distribution net-
works consuming energy. This language is ideally declar-
ative and easy to use.

• Execution: Co-simulation performance is constrained by
the slowest underlying simulator, particularly discrete
event simulations [51], and memory- or compute-intensive
Machine Learning (ML) model inference-based simula-
tors like m3 [12]. Identifying opportunities for parallel
execution across simulators will be essential.

• Scalability: As the number of simulators grows, hosting
them on a single machine may become challenging. On
the other hand, exchanging simulator state across servers
leads to communication overhead. OPENINFRA should
identify optimal placements of simulators and efficient
state transfer methods.

• Algorithm: The co-simulation program must be sufficiently
expressive to enable many use cases, and it may need to
integrate with existing libraries (e.g., ML libraries for
predictive analysis, or linear/non-linear optimization li-
braries) for various simulation goals.

• Synchronization: Most events within a simulator require
no external visibility, but certain events will trigger pro-
cessing in OPENINFRA co-simulation program and in turn,
additional events in other simulators. Hence, OPENINFRA
needs to synchronize and translate events across simula-
tion boundaries in a semantically meaningful manner.

• Data management: Each simulator has built-in data for-
mats, e.g., for defining events, traces, and observations,
whereas the nexus simulation requires understanding across
these internal data traces. OPENINFRA therefore needs to
handle data management challenges, such as integrating
diverse data formats and designing conversion adapters.

OPENINFRA is written in Python with 4,000 lines of code.
It is open-source and available on GitHub 1 .

1https://github.com/JhengLu/OpenInfra
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Figure 1. Structure of OPENINFRA.

2 Initial Exploration
Our current design and implementation are informed by the
challenges outlined above, and we now describe the design
choices that we have encountered. As Figure 1 shows, OPEN-
INFRA is a framework for embedding diverse simulators, and
we call the co-simulation program the “nexus controller.”

Simulator Wrapper: We found that, although our inte-
gration has not required extensive modification to individual
simulators, it has been necessary to rearchitect clean inter-
faces to and from each underlying simulator. Thus far, we
have been adopting the approach of reengineering wrappers
around simulators to expose two types of APIs: State() APIs
expose state variables internal to a simulator (e.g., the amount
of generated energy from solar/wind farms) to OPENINFRA,
and Actuate() APIs trigger certain processing inside a simula-
tor (e.g., turning on backup battery due to power shortage).

Case Study: Consider how OPENINFRA has integrated an
uninterruptible power supply (UPS) simulator. A UPS device
is commonly used in datacenters to supply power to indi-
vidual racks. A UPS contains a battery with backup energy.
The state of charge (SoC) of the battery is managed in its
simulator (e.g., PyBaMM), and we have engineered an Actu-
ate() API that updates the battery’s charge state by passing
initial SoC, power, and duration to the simulator, along with
a State() API to query the updated SoC. In turn, OPENINFRA
feeds this information to other simulators that require infor-
mation about the SoC. These APIs hide complexity inside the
simulators, and allow for potentially integrating “hardware-in-
the-loop” (HITL) tests. For instance, a rack simulator that ex-
poses the amount of consumed energy to OPENINFRA could
be replaced by actual calls into individual hardware servers
to obtain real-time data. In a similar vein, simulators could
perform trace-driven simulation relying on publicly available
traces (e.g., energy traces released by Google [44]). The traces
will be preprocessed to ensure consistent simulator output,
standardizing aspects like time steps and units.

Design Principle: In designing OPENINFRA, we follow
the principles of Infrastructure-as-Code (IaC) [14], a popular
paradigm for configuring cloud resources. Using IaC terms,
each simulator is defined by a configuration file as a “re-
source,” and the overall simulation is a hierarchy of resources
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forming a dependency graph. Users therefore can flexibly
define the topology of infrastructures and interactions, and
the nexus controller will instantiate the individual simulators
based on the IaC configuration automatically. To synchronize
multiple simulators, OPENINFRA currently advances the time
using the smallest time step among all the simulators. The
controller stores events, matches them by type, and translates
them into corresponding events for other simulators. It can
also create multiple simulator-level events (e.g., failures). Cur-
rently, the nexus controller follows a fixed schedule to invoke
simulators at each time step, but an interesting topic of study
is investigating how to better parallelize the execution of indi-
vidual simulators for higher performance. Integrating results
from different simulators can be challenging due to variations
in data formats. We plan to develop a Retrieval-Augmented
Generation (RAG) [30] agent (e.g., using LlamaIndex[34])
that can read the entire documentation of a simulator while
digesting its traces.

Supported Simulators: Our prototype integrates 15 high-
fidelity simulators. OPENINFRA includes a Google trace-
driven simulator [48] to model CPU utilization across servers,
with power consumption simulated using SPEC Power Bench-
mark data [46] and interpolated based on CPU utilization
[22, 44]. The system also features a power plant simulator
using EIA data [2], supporting eight types of power plants.
For UPS batteries, OPENINFRA deploys two lithium-ion bat-
tery simulators [13, 29] and interfaces with the advanced
PyBaMM simulator [47]. Additionally, OPENINFRA includes
a pump simulator based on [23] and a chiller model from
H2P [52]. Water usage in the datacenter is simulated using
the water usage effectiveness (WUE) metric [1, 3, 27, 38],
calculated by dividing the liters of water used for humidi-
fication and cooling by the total annual power required to
operate the IT equipment. Water usage for cooling the power
plant is calculated using the Energy Water Intensity Factor
(EWIF) [16], which indicates the amount of water required
to produce a specific amount of energy. Moving forward, we
plan to incorporate 5G simulators and refine our interfaces to
support more advanced simulators for existing components.

3 Evaluation
We simulated a data center for 100 hours with 5 UPS units
and 7,392 servers. The WUE value was set at 1.6 L/kWh, with
EWIF for non-renewable power at 0.8 L/kWh and zero for
renewable power. Total power usage includes consumption
by all IT and non-IT equipment. Data center water usage
was calculated using a WUE-based simulator, while power
plant water usage was determined through an EWIF-based
simulator. Server load follows the Google trace [48], and
power plant data is sourced from the EIA [2]. Both traces start
at midnight. We also implemented a carbon-aware scheduling
algorithm that adjusts the server load based on the availability
of renewable power and battery storage.
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Figure 2. Simulation of infrastructure nexus: wind power
plant failure from 20h to 40h.

Figure 2 illustrates our simulation. Figure 2(a) presents
the power consumption, the renewable power supply (with
wind and solar energy displayed as stacked components), and
the battery state of charge (SoC) serving as a buffer between
consumption and supply. Figure 2(b) illustrates the water us-
age of the datacenter and the power plant. The datacenter’s
water usage, which is for cooling the servers, is directly pro-
portional to the server workloads and, consequently, to the
total power usage. In contrast, the power plant’s water usage
is associated with non-renewable energy generation and is
directly proportional to the amount of power produced by
non-renewable sources (not depicted in Figure 2(a)).

Between 0-10h, power consumption exceeds the renewable
supply, leading to a drop in the battery SoC as it compensates
for the shortfall. From 10-20h, the renewable supply surpasses
consumption, allowing the battery to recharge. However, at
20h, we simulate a wind power generator failure that lasts
until 40h. During 20-25h, solar power is also unavailable
due to nighttime, so the battery alone maintains the power
supply. At 25h, the battery SoC drops below a preset threshold,
necessitating a reduction in server workload and the activation
of non-renewable energy sources. Consequently, power usage
in Figure 2(a) is nearly halved, reducing the datacenter’s water
usage in Figure 2(b). Meanwhile, water usage at the power
plant increases due to the reliance on non-renewable energy.
At 32h, solar power recovers, allowing the power plant to
cease non-renewable energy generation, and the datacenter
workload begins to recover. The wind power failure ends at
40h, resulting in total power supply exceeding consumption
once again. A similar power supply drop occurs around 50h,
but after 55h, the supply stabilizes and the battery recharges
to full capacity.
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